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• Toy examples: 
Models are useful to obtain insight and design 

protocols

• Optimality of index policies (priorities)

• And otherwise?

• Future/ongoing research

Outline



Scheduling example
K tasks need to be processed on one machine

• Task k has processing time tk

• Holding cost  ck is incurred per unit of time (until task k is completed)

In which order to schedule the tasks?

If scheduled in order 1,2,..., K, then total cost is

However, there is a simpler way...
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Consider the order

i1,...,ik,i,j,ik+3,...,iK

and consider interchanging tasks i and j

i1,...,ik, j, i,ik+3,...,iK

Costs under the two schedules are respectively,

C1+ci  (T+ti)+ cj (T+ti+tj)+ C2

C1+cj (T+tj)+ ci (T+tj+ti) + C2
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Simple algebra, the first schedule is better if and only if

ci / ti > cj / tj

Conclusion

Total cost is minimized by the index rule that schedules 

the tasks in order of highest index   ci /ti

Preference to short tasks!

Optimal policy is of index type!



Given a population of K “bandits”

A bandit is a controllable stochastic process

• Active bandit: state of bandit evolves

• Passive bandit: state is frozen  

Dynamic control  π:    activates one bandit at each time

Reward of active bandit depends on its state

Gittins index policy maximizes discounted reward [Gittins, 1979]

The bandit with highest index value Gk(j) is served, where 

When index policy is optimal!
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Index type optimality if

• Rested property

• Infinite horizon: 
Average optimality, total discounted cost etc.

• One server
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• So what if customers are impatient?

• In wireless downlink channel?
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Serve 
class 2
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Restless bandit problem
Given a population of K bandits

A bandit is a controllable stochastic process

• Active bandit: state of bandit evolves

• Passive bandit: state of bandit evolves (different law) 

Can activate α bandits at a time

Cost/reward depends on state of bandit

Dynamic optimization problem:  Which α bandits to make active 

in order to minimize discounted or 

time-average cost?  
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Objective: Determine policy that maximizes

Relax the constraint so that it is satisfied in the long-run

multi dimensional problem  multiple unidimensional problem

Optimal solution to relaxed problem is of index type!



12

Scheduling in a wireless link
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The optimal solution for relaxed is to serve all jobs for 

which

𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑟𝑎𝑡𝑒

𝑚𝑎𝑟𝑔𝑖𝑛 𝑜𝑓 𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡
>ν

• Allows us to build a heuristic for original problem

• First explanation why “opportunistic scheduling” 

works well

• Using fluid approach to establish maximum stability

condition and asymptotic fluid optimality.



Abandonments

Optimal in high load
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And ongoing ideas…

DATACENTER

Rethinking data centers: new paradigms for 

resource allocation
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Definition: pool of resources interconnected using a 

communication network

Main infrastructure for Internet applications, enterprise 

operations, scientific computations

Very difficult to engineer  overprovisioning (10% utilization of 

network and servers)
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