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A Computational Chemist Approach to Gas Sensors:
Modeling the Response of SnO2 to CO, O2, and H2O Gases
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A general bottom-up modeling strategy for gas sensor

response to CO, O2, H2O, and related mixtures exposure is

demonstrated. In a first stage, we present first principles

calculations that aimed at giving an unprecedented review of

basic chemical mechanisms taking place at the sensor surface.

Then, simulations of an operating gas sensor are performed via

a mesoscopic model derived from calculated density functional

theory data into a set of differential equations. Significant

presence of catalytic oxidation reaction is highlighted. VC 2011

Wiley Periodicals, Inc. J Comput Chem 33: 247–258, 2012

Keywords: electronic structures/processes/mechanism � sensors � structure property relationships

Introduction

Metal oxide or conductometric gas sensors devices have been

developed for the past 40 years[1] and since then, they still

rely on a rather empirical definition of their composition when

a practical application in gas detection is targeted. The mate-

rial of choice for this application, and despite the evaluation of

various metal oxides and combination of metal oxides, is still

tin oxide.[2–6]

This situation in the gas sensors area can be interestingly

compared with the case of varistor devices based on zinc ox-

ide, for which, in parallel with a considerable amount of

research work and published papers, only a mostly empirical

research has finally led manufacturers to build their proprietary

varistors composition recipes depending on their applications.

No clear evidence of the interaction between the numerous

doping elements present in a conventional zinc oxide varistor

is defined. However, it has recently been concluded by Barsan

et al.[7] that it was still possible to improve the level of knowl-

edge in the field of metal oxide gas sensors thanks to the

combination of a simultaneous and large set of experimental

techniques. The theoretical modeling of the sensor response

in combination with experimental results is moreover pre-

sented as a real need to better understand the fine chemical

mechanisms occurring at the surface of a tin oxide material.

With that aim in mind, we introduce here a bottom-up model-

ing approach aimed at describing the operating gas sensor de-

vice in relation with the basic chemistry mechanisms evolved

during detection. In this study, we consider tin oxide gas sen-

sor as a model system. Despite a huge scientific literature and

the marketing of many industrial products, a deep fundamen-

tal understanding of the sensing characteristics and capabil-

ities remain elusive.

The basic detection principle of these gas sensors consists

in the change of the sensing layer conductance with gas

adsorption. These observed variations of the resistance are

due to the chemical catalytic reactions that occur at the tin

dioxide surface (reactions between gas molecules and the ox-

ide surface) resulting in the modulation of conduction barriers

between the oxide grains. Many assumptions have been

described in literature, and some of them have been modeled

by basic and kinetic chemical reactions (balance and kinetics

of chemisorbed particles) and/or physic laws (activation ener-

gies through surface barrier voltage, diffusion-reaction mecha-

nism, Langmuir-Hinshelwood) but also by kinetic Monte Carlo

simulation.[8–12]

First principles-based models have also been proposed[13–15]

considering a molecular level descriptions of atomistic and

molecular surface reactions on catalyst systems, to describe

the oxidation current density for instance.[16,17] Using a first-

principles-based microkinetic model developed by Dumesic

et al. aiming at predicting rates of reversible elementary steps

and surface coverages, many catalysis reactions have been

studied:[18–20] methanol conversion on zeolite catalyst, n-hex-

ane and hydrogen on platinum catalysts,[18] CO oxidation via

O2, NO and N2O, the decomposition of N2O into N2 and O2

over Fe-Y and Fe-mordenite, partial oxidation of methane over

Y- zeolites,[19] and methanol decomposition on Pt.[20] Our work

deals with the exposure of tin dioxide sensing layer

[SnO2(110)] to CO, O2, H2O, and mixture of these gases.

In this work, we developed a bottom-up[21,22] model of the

sensor operation starting from surface chemical reactions
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allowing a precise control of further parameterization. Density

functional calculations are used to parametrize a mesoscopic

model as described in Dumesic’s formalism described in Ref.

[20]. Both all the characterized atomic-scale chemical reactions

occurring at the surface of the sensing layer and the building

of the mesoscopic model are described. One specificity of this

work lays in a new equation that describes charge transfers

occurring in the sensing layer as a function of the adorbates

concentrations. The objective is to develop the first tin oxide

surface reaction model leading to the transformation of a

chemical signal resulting from the surface chemistry to an

electrical signal. We also believe that this modeling strategy

can provide assistance to the design and development of

other types of sensors, both on fabrication technology and

detection protocols.

Principle of the Multimodel Methodology

First, using static density functional theory (DFT) calculations,

we identify and characterize, at the atomic scale, the reactions

occurring at the surface of the sensitive layer of the sensor.

We characterize the reactions in terms of structures and ener-

gies, and we calculate associated charge transfers of each

formed surface species.

To simulate the sensors behavior in realistic conditions, the

kinetics and, therefore, the temporal evolution of these sensors

as a function of external parameters is the main point. A

mesoscopic model based on the kinetic rate theory is devel-

oped, which requires the knowledge of the reaction parame-

ters. DFT calculations provide all the parameters required by

our model, in particular the activation energies and the charge

transfers. This methodology, combining DFT calculations and

rate equations, leads to a better understanding of the macro-

scopic gas sensor behavior as a function of the microscopic

aspects of the sensing layer.

Physical–Chemical Surface Characterization

Ab initio calculation details

For the understanding of the elementary mechanisms of the

various molecules/surface reactions, two clusters are used: a

stoichiometric oxide structure (Sn18O59H46) cleaved along

(101) and a reduced surface Sn18O58H46 to mimic a defective

surface. Hydrogen atoms are used to passivate the dangling

bonds of the cluster. The reduced surface is created by

removing a surface oxygen in a bridging position from the

stoichiometric SnO2(101) surface (in opposition to the top-

most oxygen atom in plane position, see Fig. 1).[23] The (101)

surface is only the second most stable. However, it presents

Figure 1. Side view of a SnO2(101) surface highlighting the bridging and

in plane positions of the lattice oxygen atom. A bridging oxygen vacancy

is shown. Oxygen atoms are in red and tin atoms are in yellow.

Figure 2. Energetic pathway of the general reaction R.I of CO gas with the

SnO2 surface until the partial reduction of the sensing surface. The energy

is plotted against the reaction coordinates. The line is a guide for the eyes.

Some side view reduced figures are given at the main steps of the reaction

pathway. Oxygen atoms are in red, tin atoms are in yellow, and carbon

atoms are in green. The zero reference energy is taken as the CO molecule

adsorbed on the surface.

Figure 3. Same as Figure 2, but for reaction R.III describing the reaction

between adsorbed CO and adsorbed O2 species at the surface of the sens-

ing layer. The zero reference energy is taken as both CO and O2 in an

adsorbed form.
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the advantage not to undergo complex reconstruction upon

hydration or reduction.[24,25] The defined surface layer is large

enough to fully reproduce the environment of the central

Sn3O13 cluster and so to allow for the reactions between sev-

eral absorbed species. The surface layer is thus defined as

sufficient to achieve adsorption of a molecule and large

enough to allow for the reactions between several adsorbed

species.

All the calculations are performed using the Turbomole 5.9.[26]

suite of programs within the frame of the DFT. We used the gra-

dient-corrected density functional Perdew, Burke and Ernzerhof

(PBE),[27] as this functional has been used in a number of previ-

ous studies on similar surfaces.[28–36] For the geometry optimiza-

tions, we use the def-SVP basis set,[37] which is double-zeta for

valence, augmented with a polarization function. Sn atoms [Kr],

4d10 core electrons are treated using Stuttgart pseudopoten-

tial.[38] Then, a single point calculation using the Turbomole

def-TZVP basis set,[39] which is triple-zeta for valence electrons

augmented with a polarization function, is performed on each

stationary point to get a more accurate energy and to reduce

the basis set superposition error, as Boys and Bernardi’s Counter-

poise[40] scheme is not well suited to deal with the insertion

compounds we are investigating. The resolution of the identity

approximation[41] is used to reduce the computational burden.

All the stationary points are characterized as minima or transi-

tion states through the calculation of the vibrational frequencies.

All energy profiles are corrected to account for the zero point

energy corrections. The charge transfers are evaluated by the

means of the Natural Population Analysis.[42] To validate the

adequacy of our basis set, we have calculated the formation

energy of a vacancy and its associated charge transfer with the

larger def2-TZVPP basis set included in Turbomole,[43] which uses

a smaller core ecp for Sn (28 instead of 46 electrons) and includes

two polarization shells (up to f for Sn and O) instead of one

(up to d for Sn and O). The calculations were performed on the

PBE/def-SVP geometries. The comparison is shown is Table 1.

As can be seen, the much more demanding def2-TZVPP

does not significantly modify the energy of reaction and only

leads to a small decrease of the magnitude of the charge

transfer far below the requirements of further multimodel

modeling step. Therefore, the def-TZVP basis set appears to be

adequate for properly describing both the energetics and the

charge transfers.

Identified surface reactions

We consider an ambient atmosphere composed of CO and/or

O2 gases in dry or wet conditions. DFT calculations are used to

study the adsorption of gases, the diffusion of adsorbed mole-

cules or atoms, and the subsequent reactions such as the sur-

face reduction on the stoichiometric SnO2(101) surface. Ten sur-

face reactions have been identified and are listed below. The

energies of reaction and activation are gathered in Table 2.

These reactions, a combination of adsorption, dissociative

chemisorptions are considered as the most important and perti-

nent ones for what concern their impact on the surface charge

redistribution and subsequently a sensor operation. Further

mechanisms such as carbonate involving steps, lateral effects,

could be included in further DFT investigations; however, their

introduction in the set of equation proposed for the macro-

scopic level of simulation should be only envisaged at the light

of their impact versus the tractability of the microkinetic model.

Adsorption of CO(g) on the sensing layer. CO(g) is known to be

a reducing gas. Figure 2 presents the complete pathway, start-

ing from the adsorption of the gaseous species [CO(g)] on the

surface layer of the sensitive gas sensor, up to the reduction

of the SnO2 surface by CO(g).

At the beginning of the calculation, the two systems, CO(g)

and the SnO2 surface, are considered without interaction,

being quite far from each other. The reaction starts by the

adsorption of CO(g) on a surface lattice tin atom, noted Sn(l),

and results in the creation of an adsorbed CO(ads) species.

COðgÞ þ SnðlÞ $ COðadsÞ (R:I:a)

This mechanism requires no activation barrier and is accom-

panied by an energy gain of 47 kJ mol�1 (DE�1 in Fig. 2); a

bond is created between the carbon atom and a surface tin

atom. This energy value corresponds to the activation barrier

for desorption of CO(ads) from the surface.

The second part of the reaction consists in the diffusion of

the adsorbed CO, which reacts with a lattice oxygen atom,

noted O(l), of the original sensitive surface, forming an inter-

mediate species (called I1). This intermediate is characterized

by a double bond between C and O.

COðadsÞ þ OðlÞ $ I1 (R:I:b)

The energy gain for this reaction is 12 kJ mol�1, with an

activation barrier of 42 kJ mol�1 (DE2). The back-reaction to

Table 2. Summary of the reactions, energies of reaction, and activation.

DE Eaþ Ea�
COðgÞ þ SnðlÞ $ COðadsÞ �47 47 1 R.I.a

COðadsÞ þ OðlÞ $ I1 �12 42 54 2 R.I.b

I1 $ CO2ðadsÞ þ V �75 20 95 3 R.I.c

CO2ðadsÞ $ SnðlÞ þ CO2ðgÞ 18 18 4

O2ðgÞ þ V $ O2ðadsÞ �98 98 5 R.II

COðadsÞ þ O2ðadsÞ $ CO2ðadsÞ
þOðlÞ

�361 41 402 6 R.III

O2ðadsÞ þ V $ OðlÞ þ OðlÞ �276 36 312 7 R.IV

CO2ðadsÞ þ OðlÞ $ CO2ðcarbÞ �4 22 26 8 R.V

H2OðgÞ þ SnðlÞ þ OðlÞ $
OHðadsÞ þ HðadsÞ

�150 150 9 R.VI

OHðadsÞ þ HðadsÞ þ COðadsÞ $ I2 �42 17 59 10 R.VII.a

I2 $ CO2ðadsÞ þ OHðadsÞþ
HðadsÞ þ V

�60 36 96 11 R.VII.b

All the energies are in kJ mol�1.

Table 1. Comparison of the calculated vacancy formation energy and

associated charge transfer using the def-TZVP and def2-TZPP basis sets.

DE (kJ mol�1) Charge transfer (e)

def-TZVP 180 �1.098

def2-TZVPP 177 �0.971
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return from I1 to CO(ads) needs, therefore, an activation barrier

of 54 kJ mol�1 (DE�2).

Then, I1 transforms into an adsorbed CO2 molecule on the

SnO2 surface. This mechanism requires an activation energy of

only 20 kJ mol�1 (DE3), which is low compared with the 59 kJ

mol�1 gained during the adsorption process and the first dif-

fusion leading to the formation of I1. Moreover, this last step

creates an oxygen vacancy (V) on the surface.

I1 $ CO2ðadsÞ þ V (R:I:c)

Finally, the adsorbed CO2 molecule can desorb from the sur-

face with an activation energy of 18 kJ mol�1 (DE�4). Globally,

the reaction of CO(g) with the sensor surface causes a partial

reduction of the metal oxide, via a mechanism with high prob-

ability of occurrence (low DE). This leads to the loss of a SnO2

lattice oxygen atom[43,44] thus leaving a chemically strong

active site. The reduction of the surface leads to fourfold coor-

dinated Sn2þ, compared with the sixfold coordinated Sn4þ for

the stoichiometric surface.

Adsorption of O2(g) on the sensing layer. The adsorption of

O2(g) on the stoichiometric surface is not favorable,[45] it

exhibits that an energy gain of only 6 kJ mol�1. This low

energy value favors the rapid desorption of the oxygen mole-

cule, or its rapid migration until it reaches a thermodynami-

cally stable position, for example close to a surface defect. We

show, in the following, that this is the case near an oxygen va-

cancy, in a bridging site of the SnO2(101) surface.
[46] We first

consider the case of O2(g) adsorption on a reduced surface:

O2ðgÞ þ V $ O2ðadsÞ (R:II)

Here, the oxygen molecule can be directly provided by the

gas phase, or can come close to a vacancy after multiple

migration steps on the oxide surface. No energetic barrier is

required and the energy gain is more than 98 kJ mol�1 (DE�5)

(See Table 3). The adsorbed O2 molecule in a form of peroxy

bridge between the two tin atoms fills the vacancy and stabil-

izes the system.[45] The oxidation degree of tin atom, initially

þ II, is increased to an oxidation degree of þ IV. Considering

the large energy gain obtained during adsorption and the va-

cancy loss, desorption of the O2 molecule will be a difficult

process.

Reaction between CO(ads) and O2(ads). Figure 3 displays the

reaction pathway between already adsorbed CO and O2 spe-

cies, close to each other on the surface.

COðadsÞ þ O2ðadsÞ $ CO2ðadsÞ þ OðlÞ (R:III)

In this reaction which follows R.I and R.II, CO(ads) reacts

with one oxygen atom of the peroxy bridge and extracts it

from the vacancy. The second oxygen atom of the peroxy

bridge, not engaged in the reaction with CO (ads), is free to

fully occupy the vacancy and becomes a SnO2 lattice oxygen

atom [O(l)] of the SnO2 surface. At the end of the reaction, the

peroxy bridge containing the O2(ads) species does not exist

anymore, and the vacancy is filled in by an oxygen atom.

This reaction exhibits one pathway toward the reoxygena-

tion of the sensing surface. It requires an activation barrier of

41 kJ mol�1 (DE6 in Fig. 3), and stabilizes strongly the starting

system with an energy gain of more than 361 kJ mol�1,

explained by the surface reoxygenation coupled to the oxida-

tion of carbon monoxide. The back reaction will be a nonfav-

orable mechanism.

Adsorption of O2(g) on a divacancy. This reaction follows im-

mediately R.II. The starting system consists in an already

adsorbed oxygen molecule on a vacancy, as described in the

reaction R.II, close to a second surface vacancy (V).

O2ðadsÞ þ V $ OðlÞ þ OðlÞ (R:IV)

This reaction is another pathway leading to the reoxygena-

tion of the sensing layer. It is performed, thanks to the second

vacancy, close to the peroxy bridge allowing the breaking of

this peroxy bridge. In this way, two missing oxygen atoms are

regenerated at once. This reaction is probable, with an activa-

tion barrier of 36 kJ mol�1 (DE7) and an energy gain of more

than 276 kJ mol�1 by restoring the surface due to the exother-

micity of the elementary reaction (Table 3). As presented here,

it has a low probability of occurrence at the beginning of the

detection process because of the very low concentration of

divacancies on the sensing surface. However, as we mentioned

above, with the reaction R.I, the surface can be reduced consid-

erably during the CO(g) exposure, leading to an increase of the

vacancy concentration on the surface. As the reactions take

place, finding two adjacent vacancies becomes possible, favor-

ing the reaction R.IV. Furthermore, this mechanism competes

for the reoxygenation of the surface, with R.III which has also a

low probability of occurrence at low CO(g) concentrations.

Even though its probability is low, this type of reactions is of

crucial importance for the overall sensing model as it allows

the regeneration of the sensing surface, as a catalytic oxidation.

Reaction of CO2(ads) species with a SnO2 lattice oxygen. In this

section, we investigate the reaction of an adsorbed CO2, end

product of several reactions (R.I.c, R.II, and R.VII.b) with an

oxygen atom of the oxide lattice.

CO2ðadsÞ þ OðlÞ $ CO2ðcarbÞ (R:V)

This reaction leads to a stable surface species referred to as

a surface carbonate configuration. The carbonate configura-

tion[47,48] is composed of three oxygen atoms: two of them

coming from the CO2(ads) and the third atom from the SnO2

lattice.

Figure 4 shows the complete reaction pathway. The forma-

tion of the carbonate species [CO2(carb)] requires an activation

Table 3. Structural and energetic values obtained for R.II, R.IV, and R.VI.

Reaction

R.II

Reaction

R.IV

Reaction

R.VI

Final configuration O2 peroxy SnO2 OH(ads) þ H(ads)

Energy gain (kJ mol�1) 106 210 156

Activation barrier

(kJ mol�1)

0 43 0

These data have been obtained using DFT calculations.
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energy of 22 kJ mol�1 (DE8) and stabilizes weakly the system

with an energy gain of 4 kJ mol�1. The back-reaction to

destroy CO2(carb) and to get a CO2(ads) species is thus a prob-

able mechanism with an activation energy estimated to 26 kJ

mol�1 (DE�8).

Adsorption of H2O(ads) at the surface of the sensing layer.

H2OðgÞ þ SnðlÞ þ OðlÞ $ OHðadsÞ þ HðadsÞ (R:VI)

Again, the reaction starts with H2O molecule far from the

sensing layer. Taking this reaction into account allows the

reproduction of the experiments under wet conditions. Con-

trary to what was previously observed in the other adsorption

processes, the adsorption of a H2O molecule on the SnO2 sur-

face requires one tin atom [Sn(l)] and one surface oxygen atom

[O(l)]. This adsorption is dissociative,[24,25,49] with H2O dissociat-

ing into two constituents. The first is a hydrogen atom, noted

as H(ads), which binds to one surface oxygen atom. The hydro-

gen atom can only desorb with its lattice oxygen atom, leaving

a vacancy behind. The second, noted as OH(ads), binds to a tin

surface atom. It can easily desorb from the sensor surface.

This mechanism requires no activation barrier and is very

exothermic with more than 150 kJ mol�1 (DE9) gained by the

system (See Table 3).[24] As shown in Bates’work,[50] a fully dis-

sociated water molecule is more stable than a molecularly

adsorbed H2O species by around 80 kJ mol�1.

Surface reaction between H2O(ads) and CO(ads). We present

here the details of a second reaction involving two species

already adsorbed on the surface of the sensing layer, that

is, CO(ads) and OH(ads).

OHðadsÞ þ HðadsÞ þ COðadsÞ $ I2 (R:VII:a)

This reaction involves a dissociated water molecule OH(ads)

þ H(ads) as obtained in R.VI, with an adsorbed CO species

(the R.I product). It can be decomposed in two steps and

leads, at the end of the first step, to an intermediate species

noted as I2. The energetic diagram describing this first step is

presented on Figure 5. The reaction starts with the carbon

atom of CO(ads) and the oxygen atom of OH(ads) close

enough to bind together. For sake of clarity, the reduced slab

illustrations only show the OH(ads) fragment of the dissociated

water molecule, because it is the only part fully involved in

the reaction. But one must keep in mind that a H(ads) species

is also present in the neighbourhood. This first step requires

an activation energy around 17 kJ mol�1 (DE10), and is accom-

panied by a transfer of a proton to a neighbouring lattice oxy-

gen atom O(l) of the SnO2 lattice, forming an OH bond. The

transition state observed in this reaction is similar to what has

already been observed in other catalysis studies.[51,52]

Structurally, I2 is very close to I1 obtained in R.I. Therefore,

as the second step of the reaction, we assume that I2 can

transform into an adsorbed CO2 species, following the same

pathway as in R.I.c.

I2 $ CO2ðadsÞ þ OHðadsÞ þ HðadsÞ þ V (R:VII:b)

The activation energy required for this step is estimated as

36 kJ mol�1. The second step itself is constituted by several el-

ementary mechanisms. However, from the energetic point of

view, these mechanisms cannot be dissociated from each

other. First, a hydrogen atom is detached from the intermedi-

ate I2 and transforms into H(ads), liberating the CO2 molecule.

Then, the adsorbed hydrogen migrates, together with its

neighboring oxygen atom, leaving an oxygen vacancy behind.

The migrating OH is finally adsorbed on a surface tin atom

[Sn(l)]. The CO2(ads) can itself desorb from the surface (DE�4).

This reaction shows the possible interference between sev-

eral species, present in the gas phase, on the sensor response.

This particular reaction is important in all applications as water

is always present in atmospheric environments. Moreover, the

role of water is only catalytic as, after reaction with CO, it still

remains on the sensor surface. We therefore conclude that

Figure 4. Same as Figures 2 and 3, but for reaction R.V of the transforma-

tion of a CO2 adsorbed species to a surface carbonate conformation. The

zero reference energy is taken as the adsorbed CO2.

Figure 5. Same as Figures 2 and 3, but for the total reaction R.VII, between

adsorbed water and an adsorbed CO leading to the partial reduction of

the sensing layer (R.VII.a þ R.VII.b). The zero reference energy is taken as

both species in adsorbed form.
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water should be considered as a pollutant which can compro-

mise the response of the gas sensor toward targeted gases:

actually it is shown from literature that water molecules are

physisorbed and reduce the active sites on surface.[53,54] Also,

gas sensors should be used at high temperatures (>300�C) to
avoid water noise effect.[55]

Charge transfers

The detection of adsorbed gases is usually performed via con-

ductivity measurements. The variations of the conductivity are

due to charge transfers between the adsorbed species and the

sensing layer, resulting in a carrier injection into the oxide that

operates as a semiconductor material. For SnO2, a n-type semi-

conductor in its native form, an electron transfer to the sub-

strate results in an increase of the conductivity. The reverse

should be observed for a p-type semiconductor. We assume

that the charge on the tin atoms determines the conduction

of the materials. The zero reference for the charge transfer is

considered to be a defectless stoichiometric sensing layer.

DFT calculations allow the quantification of the charge

transfers involved in the chemical reactions occurring during

the gas detection process, thanks to an analysis of the popula-

tion of charges. The estimated values of the charge transfers,

for all identified surface species, are reported in Table 4. In the

case of a reduced surface, where an oxygen atom is removed

from the substrate, the surface adopts a Sn valency of þII

because the bridging oxygen atom leaves two electrons. The

associated charge transfers are strong and have been calcu-

lated of more than �1: that is, more than one electron trans-

ferred to tin atoms. Experimentally, it is well known that SnO2

responds to the presence of CO(g) by a large increase of its

conductivity due to the partial chemical reduction of the sur-

face of the sensing layer.[5] The calculated charge transfers

related to a CO(ads) confirm this trend by showing charge

transfers as large as �0.051, by transferring electrons to the

sensing layer. In this manner, CO acts as electron donor.[25]

The physisorption of

an oxygen molecule

introduces low negative

charge transfers

(�0.063)[56] due to the

weak molecular interac-

tions.[57] The dissocia-

tive adsorption of a

water molecule pro-

vides hydroxyl frag-

ments formation, an

increase of the conduc-

tivity should be

recorded.[24] Indeed, by

considering the value

of the associated nega-

tive charge transfers,

hydroxyl species act as electron donors.[58] Finally, we confirm

here our previous approximation that I1 and I2 are structurally

close, showing similar values of charge transfers (see Table 4).

Chemical Rate Theory: Mesoscopic Modeling

In this part, we present a new mesoscopic model that makes it

possible to simulate the gas sensor operation in various gas envi-

ronments under different experimental conditions (temperature,

pressure…). For setting up the model, all the DFT structural and

energetic data related to local mechanisms are implemented in

11 differential equations based on the chemical kinetic laws.

The characteristic response of the gas sensor is attributable

to the evolution of the concentrations of various species pres-

ent on the surface, and the corresponding charge transfers

inducing conductivity variations. These species have been

described in Physical–Chemical Surface Characterization section

and are noted as: ½COðadsÞ�; ½CO2ðadsÞ�; ½I1�; ½V�; ½CO2ðcarbÞ�;
½O2ðadsÞ�; ½Snð1Þ�; ½Oð1Þ�; ½I2� et ½H2OðadsÞ�, respectively, for the

adsorbed CO, the adsorbed CO2, the intermediate I1, the vacan-

cies V initially present on the surface or created during the

detection process, the carbonated CO2, the adsorbed O2, the

lattice tin atom, the lattice oxygen atom, the intermediate I2
and the adsorbed water molecule as OH(ads) þ H(ads) form.

The model is therefore composed of a set of 10 coupled differ-

ential equations, expressing the time evolution of the 10 vari-

ous species listed above, in interaction with each others.

To establish the set of differential equations, two main types

of mechanisms have been considered:"Incoming molecular

flux’’ from the gas phase leading to their adsorption on the

surface. This type of mechanism has been used to describe

R.I.a, R.II, and R.VI."Reactions’’ between an adsorbed molecule

and the surface species (R.I.b/c, R.IV, R.V) or between two

adsorbed species (R.III, R.VII.a/b).

The ‘‘molecular flux’’ requires no activation energy but depends

on the pressure and the temperature of the arriving gas. It will

be driven according to the Maxwell Boltzmann statistics as:

Ugas ¼ C
PgasSffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MgasTgas

p (1)

with Pgas the partial pressure of the considered gas (in Pa),

S the surface of our elementary SnO2 cell (S ¼ 1.35 �
10�19 ṁ), Mgas the molar mass of the gas (in kg mol�1),

Tgas the gas temperature (K), and C a constant. The above

expression is used if a spontaneous adsorption occurs. In

cases where an activation energy, from a physisorbed to a

chemisorbed state, is observed, the expression is only used

to describe the flux towards the physisorbed state. We

should remind that, in all cases, the reverse reactions are

always taken into account.

In most cases, a reaction requires an activation energy as

shown in Physical–Chemical Surface Characterization part. The

activation energy of an elementary mechanism can be taken

into account by using the Arrhenius’ law where the chemical

reaction rate is expressed as:

ki ¼ t� e
�DEi

RgTsensor (2)

With DEi the activation energy of the mechanism i (in J mol�1),

Rg the ideal gas constant (8.31 J mol�1 K�1) and Tsensor the

Table 4. Charge transfers DCT from each

surface species to the surface of the

sensing layer.

Surface species DCT [e/site]

SnO2 0

SnO2 reduced �1.098

CO(ads) �0.051

I1 �0.342

CO2(ads) 0.091

CO2(carb) 0.120

O2(ads) �0.063

H2O(ads) �0.022

I2 �0.285

These values have been obtained using

ab initio calculations.
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sensing layer temperature (in K). t is a dynamic prefactor repre-

senting the attempt frequency of jump for the adsorbed species

or desorption processes. A unique value estimated at 1013 s�1

has been attributed to this frequency for all mechanisms.[18]

Given the number of detailed ab initio calculations carried out in

Physical–Chemical Surface Characterization section, including the

determination of the zero-point energy (ZPE) and vibrational fre-

quencies, the question of uniqueness of this prefactor may be

raised. Indeed, ab initio results show that the frequencies depend

not only on the mechanisms, but also on the environment, at the

atomic scale. Moreover, the actual reaction paths never coincide

with the vibrational states. Rather, they are a combination of

these states, involving several frequencies at the same time. In

this situation, quantum molecular dynamics, discarded here as a

result of prohibitive computing times, is the only accurate

method of treating the transitions. Using a unique value of the

attempt frequency seems therefore a good approximation.

Thus, the elementary mechanisms with lower activation barriers

have larger probabilities of occurrence and are the fastest ones.

In addition to the set of 10 coupled differential equations,

describing the evolution of the 10 identified species, one more

equation reflects the evolution of the charge transfers occurring

in the sensing layer during the detection process. This equation

sums all charge transfers induced by various species present on

the surface. It is written as a weighted sum of the 10 previous

equations. Indeed, we are assuming the charge transfer from

different species are additive. The weight coefficients in the

sum are taken from Table 4. This total charge transfer carriers

injected or subtracted from the material by surface reactions

and is therefore correlated to the conductivity. It is written as a

weighted sum of the 10 previous equations. The weight coeffi-

cients in the sum are taken from Table 3.

The final set of 11 equations is expressed as follows:

d½COðadsÞ�
dt

¼ UCO SnðIÞ½ �|fflfflfflfflfflffl{zfflfflfflfflfflffl}
R:I

�k�1 COðadsÞ½ � � k2 COðadsÞ½ �½OðIÞ� þ k�2½I1�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:I

�k6 COðadsÞ½ � O2ðadsÞ½ � þ k�6 CO2ðadsÞ½ � OðIÞ½ �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:III

�k10 COðadsÞ½ � H2OðadsÞ½ � OðIÞ½ � þ k�10 I2½ �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VII

ð3Þ

d½CO2ðadsÞ�
dt

¼ �k�4½CO2ðadsÞ�|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
R:I; R:III; R:V; R:VII

þk3½I1� � k�3½CO2ðadsÞ�½V�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:I

þk�8½CO2ðcarbÞ� � k8½CO2ðadsÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:V

þk6½COðadsÞ�½O2ðadsÞ� � k�6½CO2ðadsÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:III

� k�11½CO2ðadsÞ�½V�½H2OðadsÞ� þ k11½I2�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VII

ð4Þ

d½I1�
dt

¼ k2½COðadsÞ�½OðIÞ� � k�2½I1� � k3½I1� þ k�3½CO2ðadsÞ�½V�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:I

(5)

d½V�
dt

¼�UO2
½V�|fflfflfflffl{zfflfflfflffl}

R:II

þk3½I1� � k�3½CO2ðadsÞ�½V�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:I

þ k�5½O2ðadsÞ�|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
R:II

�k7½O2ðadsÞ�½V� þ k�7½OðIÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:IV

�k�11½CO2ðadsÞ�½V�½H2OðadsÞ� þ k11½I2�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VII

ð6Þ

d½CO2ðcarbÞ�
dt

¼ �k�8½CO2ðcarbÞ� þ k8½CO2ðadsÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:V

(7)

d½O2ðadsÞ�
dt

¼UO2
½V� � k�5½O2ðadsÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

R:II

�k6½COðadsÞ�½2ðadsÞ� þ k�6½CO2ðadsÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:III

�k7½O2ðadsÞ�½V� þ k�7½OðIÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:IV

ð8Þ

d½SnðIÞ�
dt

¼�UCO½ðIÞ�|fflfflfflfflfflffl{zfflfflfflfflfflffl}
R:I

þ k�1½COðadsÞ�|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
R:I; R:III; R:VII

þk�4½CO2ðadsÞ�|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
R:I; R:III; R:V; R:VII

þ k�9½H2OðadsÞ�|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
R:VI; R:VII

�UH2O½SnðIÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VI

ð9Þ

d½OðIÞ�
dt

¼�k2½COðadsÞ�½OðIÞ� þ k�2½I1�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:I

þk�8½CO2ðcarbÞ� � k8½CO2ðadsÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:V

þk6½COðadsÞ�½O2ðadsÞ� � k�6½CO2ðadsÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:III

þk�9½H2OðadsÞ�|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
R:VI;R:VII

�UH2O½SnðIÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VI

þ2� k7½O2ðadsÞ�½V� � k�7½OðIÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:IV

�k10½COðadsÞ�½H2OðadsÞ�½OðIÞ� þ k�10½I2�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VII

ð10Þ

d½H2OðadsÞ�
dt

¼UH2O½SnðIÞ�½OðIÞ�|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VI

�k�9½H2OðadsÞ�|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
R:VI; R:VII

�k10½COðadsÞ�½H2OðadsÞ�½OðIÞ� þ k�10½I2�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VII

�k�11½CO2ðadsÞ�½V�½H2OðadsÞ� þ k11½I2�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VII

ð11Þ

dðI2Þ
dt

¼ k10½COðadsÞ�½H2OðadsÞ�½OðIÞ� � k�10½I2�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VII

þk�11½CO2ðadsÞ�½V�½H2OðadsÞ� � k11½I2�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
R:VII

ð12Þ

dðCTÞ
dt

¼� 0:051� d½COðadsÞ�
dt

þ 0:091� d½CO2ðadsÞ�
dt

� 0:342

� d½I1�
dt

� 1:098� d½V�
dt

þ 0:120� d½CO2ðcarbÞ�
dt

� 0:063

� d½O2ðadsÞ�
dt

� 0:285� d½I2�
dt

� 0:022� d½H2OðadsÞ�
dt

ð13Þ
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This set of 11 differential equations [from (3) to (13)] consti-

tutes a full model, which is able to describe the behavior of a

chemical gas sensor.

Results

Qualitative considerations on the sensor operation

The analysis of the reaction pathways on the surface, calcu-

lated via DFT, can lead to a qualitative description of the oper-

ation of oxide gas sensors. Indeed, considering reactions R.I,

R.II, and R.IV, a complete catalytic cycle may be identified and

characterized highlighting the redox properties of the tin diox-

ide layer on gases exposure.[51,59,60]

This catalytic cycle is summarized by the following main steps:

1. In reaction R.I, a CO(g) species adsorbs on a defectless

part of the sensing layer. Then, this CO(ads) species reacts

with an oxygen atom of the original SnO2 lattice to form a

CO2(ads). This process leads to a partial reduction of the sur-

face. Here, the sensing layer looses an oxygen atom.

2. In reaction R.II, the adsorption of an oxygen molecule on

the reduced surface fills the vacancy.

3. As the reaction goes along, in dry (see R.I) as well as in

wet (see R.VI) conditions, the surface is more and more

reduced favoring the creation of vacancies and the occurrence

of R.IV. This last reaction will reoxygenate the reduced surface

by providing two new oxygen atoms to the SnO2 lattice.

4. The cycle can continue as in (1), thanks to the yield of

oxygen atoms by reactions R.II and R.IV.

The key process in the detection behavior of a semiconduc-

tor oxide is the surface ability to respond to the presence of

adsorbed oxygen species.[61] In other words, the variable

valency of tin of II and IV is the main phenomenon, which

explains the gas detection and is responsible for the catalytic

activity of the surface. The reduction and the oxidation of the

sensing layer take place successively, corresponding to the for-

mation and the annihilation of oxygen vacancies.[62–64]

Indeed, if no oxygen is supplied during the gas detection

process, gases such as CO and H2O will reduce the sensing

layer considerably, leading to a full consumption of the lattice

oxygen atoms. Finally, the detection process will stop because

of the lack of reacting oxygen atoms required by reactions

such as R.I, R.VII.a.

The dynamic response of chemical gas sensor

The aim of the simulations is to create all the operating condi-

tions encountered during the use of the sensor in a realistic

environment, in terms of temperature, partial pressures of

gases, humidity,…). Only DFT data have been implemented in

this model, no empirical results has been used. In the simula-

tions presented below, typical conventional experimental con-

ditions are investigated as proposed by Menini and co-

workers[65] in response to classical specifications imposed by

legislation: (i) CO, detecting 200 ppm requires an evacuation

alarm while a 60 ppm low threshold must be also detected,

other considered values for O2/N2 (20/80%) mixtures and H2O

between 30 and 70% are classical values at ambient tempera-

ture; (ii) the temperature of the flowing gas is fixed at 298 K

and the sensor surface temperature at 573 K, an average com-

mon temperature in applications; and (iii) we also assume that

the initial state of the oxide surface contains few vacancies,

according to thermodynamic equilibrium law and a calculated

formation enthalpy of 187 kJ mol�1.

To distinguish the features of the dynamic response for

each gas, and to properly characterize the sensors response,

first simulations are performed in the presence of only CO(g).

In the following, we will concentrate on few pertinent simula-

tions related to gas mixtures composed of CO, O2, and H2O.

The Figures 6–8 show the influence of external parameters on

the detection efficiency of the SnO2 sensor.

It is to be pointed that the time scale for the reaction to

occur is particularly fast, in the order of each single reaction

Figure 6. Temporal evolution of the concentrations of various species:

CO(ads) (a), CO2(ads) (b), O(l) (c), and V (d) entities and of charge transfers to

the substrate (e). The gas and the substrate temperatures are, respectively,

298 K and 573 K. The atmosphere is composed of only CO(g) at 0.02%.
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mechanisms when looking at the temporal evolution curves

here after. The additional time scale which accounts for the

gas transport is missing here and could be addressed through

a feature scale level of modeling. We highlight above the diffi-

culty of this sensor for the detection. Then to model the fea-

ture scale of the sensor, one more step in the bottom up strat-

egy must be added shown as the reactor scale modeling.

CO(g) response. In the presence of pure CO gas, the SnO2 sen-

sor is very reactive as CO can reduce rapidly the sensor sur-

face. The kinetics of the basic mechanisms is shown in Figure

6. The simulations/experiments are performed under nitrogen

flux at atmospheric pressure, containing 200 ppm of CO. The

partial pressure of CO therefore is of 20 Pa. The nitrogen car-

rier gas is inactive: its effects have not been considered in the

simulations. As can be observed on Figure 6a, CO adsorption

takes place in a two stage process. In a first stage, the

adsorbed CO molecules are rapidly oxidized, giving rise to CO2

molecules adsorbed on the substrate surface. This reaction

goes through the production of the I1 intermediate specie, fol-

lowing reactions R.I.a, R.I.b, R.I.c, and R.V. This transformation

can be seen on Figure 6b, where an increase of adsorbed CO2

is observed. We point out that the concentration scales are

different in Figures 6a and 6b. This shows that the amount

adsorbed CO2 never exceeds a very small fraction (� 10�6) of

the total coverage. The CO2 molecules rapidly desorb from the

surface. This desorption is concomitant with the depletion of

surface oxygen atoms (Fig. 6c) and the creation of oxygen

vacancies (Fig. 6d). During this first stage, the concentration

level of adsorbed CO2 remains flat. Once the surface oxygen

atoms are deleted, the CO2 can no more be produced and its

concentration drops.

In the second stage, CO molecules still continue to be

adsorbed and a second rise of the CO concentration is

observed (Fig. 6a). The CO concentration then stabilizes at

10�3 per Sn surface site (Fig. 6a), as a result of the equilibrium

between the adsorbed gas phases, at the experimental tem-

perature of 573 K and CO partial pressure of 20 Pa.

Thus, in an atmosphere without oxygen, the final surface is

fully reduced, with no remaining oxygen atom, and the tin

atoms are involved in a bond with a CO(ads) fragment. The

observed charge transfers are highly negative (Fig. 6e). For a

native n-type SnO2 semiconductor, this results in an increase

of the sensor conductivity.

Response to a mixture of CO and O2. We demonstrated that

CO(g) is highly reactive with SnO2 surface, with a high reduc-

ing power. The requirement of an oxygen supply, for a cata-

lytic oxidation, is therefore primordial to regenerate the sens-

ing layer. Knowing the response and the profile for the

isolated CO gas, the simulations are now performed for a gas

mixture. The simulations/experiments produced here

Figure 7. Same as Figure 6, but in an atmosphere containing 20% O2 in CO(g). Temporal evolution of the following species: CO(ads) (a), CO2(ads) (b),

CO2(carb) (c), O2(ads) (d), O(l) (e), and V (f ) entities and of charge transfers to the substrate (g).
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correspond to 200 ppm of CO in an 80% N2—20% O2 mixture

reproducing the atmospheric composition.

The regeneration process is achieved through the reaction

of oxygen molecules adsorbing on surface oxygen vacancies

(Reaction R.II). The subsequent reaction of this complex with

an adsorbed CO molecule leads to the formation of carbonate

specie (Reaction R.V), which is a weakly stable specie. Contrary

to the preceding section, the CO detection is performed in a

single stage, the concentration of adsorbed CO saturating rap-

idly to a flat level (Fig. 7a). This concentration level is an order

of magnitude lower than in the case of pure CO, as a result of

oxygen interaction with the sensor surface. At the same time,

the decrease in the concentration of adsorbed CO2, observed

previously, is no more observed. Adsorbed CO2 concentration

stabilizes at a level slightly higher than the previous transient

level (Fig. 7b). The carbonate specie is also stabilized at a level

an order of magnitude higher than the adsorbed CO2 concen-

tration (Fig. 7c). The difference between the concentration

levels result from the relative stability of the carbonate specie,

while the adsorbed CO2 can rapidly desorb from the surface

too.

Another effect of the regeneration mechanism can be

observed on Figure 7e which shows the evolution of the lat-

tice oxygen concentration. This concentration decreases very

rapidly with respect to its value in perfect SnO2. Let us remind

that oxygen lattice was completely depleted in the absence of

oxygen in the gas phase. Here, the oxygen depletion mecha-

nism is compensated by oxygen molecules adsorbing from the

gas phase (Fig. 7d). Also, the vacancy concentration increases

first, then decreases rapidly, and stabilizes finally at a relatively

high level (Fig. 7f ). A competition between surface reduction

and oxidation is established where the reduction is faster than

oxidation.

Finally, complete regeneration of the surface can be

achieved if the CO gas flux is interrupted (Fig. 7h). The total

charge transfer to the sensor is always negative (Fig. 7g),

Figure 8. Same as Figure 7, under wet conditions (2% of humidity) for the following species: CO(ads) (a), CO2(ads) (b), CO2(carb) (c), O2(ads) (d), H2O(ads)

(e), O(l) (f ), V (g), and Sn(l) (h) entities, and in (i) the charge transfers.
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leading to an increase of the conductivity of the n-type native

SnO2. The conductivity increase is seen to be higher in the

presence of oxygen in the ambient atmosphere.

Sensor response in a wet ambient. In addition to oxygen, water

is present in all practical applications, often in large propor-

tions. In this section, we simulate the response of the sensor

when adding 2% water vapor to the previous mixture, con-

taining already CO, O2, and N2. Examination of the sensor

response shows two stages. In the first stage, similar effects as

those seen in the previous section are observed: adsorption of

CO, production of CO2 by reduction of the sensor surface,

regeneration of the surface through atmospheric O2 adsorp-

tion (see Figs. 8a, 8b, and 8d). The concentration levels are

also similar to those already observed.

In the second stage, water molecules begin to adsorb on

the surface and eventually cover almost completely the sensor

surface (Fig. 8e). This strong adsorption is followed by both

desorption of CO molecules and CO2 species (Figs. 8a–8c). In

this process, the concentration of adsorbed oxygen molecules

drops due to the saturation of relative vacancy active sites on

the surface (Fig. 8d).

Finally, the surface is covered by water molecules that are

bonded to one lattice oxygen and one Sn atom (Fig. 8h). The

remaining second lattice oxygen is still present on the surface

(Fig. 8f ). Contrary to CO and CO2 desorption, the oxygen

desorption is slow: we observe a slow replacement of

adsorbed oxygen by water molecules on the surface that is

completely poisoned after this second stage. Experimentally, it

is shown that H2O contributes to the ageing of the gas sen-

sor.[54] This slow trade off can be explained by the important

difference between partial pressures of oxygen and water in

the incoming flux which contains 20% oxygen and only 2%

water.

The sensor conductivity increases strongly (Fig. 8i), com-

pared with the two previous cases, as a result of the large

amount of charges injected, by the large number of adsorbed

water molecules, into the semiconducting SnO2 material.

Conclusions

This article presents a first attempt to set up an ab initio

model for the simulation of a metallic oxide gas sensor

response to various gas mixtures and experimental conditions.

This model has been developed in the frame of a bottom-up

strategy using DFT calculations, for a basic understanding of

the interaction of molecular gases with the SnO2 surface, and

using a home-made mesoscopic scale model, which provides

information about the dependence of the sensor to the exter-

nal gas environments.

DFT calculations unravel many stable and metastable surface

structures essential to a new understanding of the chemistry

taking place at the surface of the gas sensor.

These calculations highlight that

• The behavior of a gas sensor is based on the catalytic ox-

idation of CO involving successive reduction and reoxidation

of the oxide layer.

• The role of the oxygen vacancies for CO detection

• The presence of a carbonate intermediate as a unique

CO2 chemical trace offering a possibility to draw a strategy for

further CO2 detection.

These basic data are used to simulate the sensor operation

under various environments. We can observe that all investi-

gated mechanisms, except the oxygen desorption in the

presence of water, are very fast compared with the experi-

mental detection sensitivity which is of the order of ms. This

means that static detection of specific gases in mixtures

would be very difficult. Dynamic detection procedures,

involving variable temperature cycles, should therefore be

considered in practical applications. Dynamic detection proc-

esses may also allow, by increasing the temperature, to clean

the sensor surface from all pollutant species, especially water

molecules.

The developed model can be further applied to the screen-

ing of these experimental dynamical strategies and can be

extended to other gas species.

Along the same line, the model can be enhanced by the

introduction of new chemical surface reactions among the

nonexhaustive list of already identified surface reactions

such as the formate formation removing OH species from

the surface. At this stage, DFT as well as mesoscale code

highlight the difficulty to perform CO2 detection from pure

tin oxide surfaces. We believe that the modeling strategy

proposed here can be used to open new routes for gas

detection (other oxide surfaces, doping, architectures, and

materials).
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