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a b s t r a c t

An original approach of macromolecular ‘induced-fit’ flexibility, namely the static modes, is applied to
shed light on some fundamental mechanisms impacting DNA conformations. We first investigate
a constrained nucleic acid of the D-CNA family, in which some backbone torsional angles are con-
formationally restricted by a dioxaphosphorinane ring structure. We take a special interest in a,b-D-CNA,
in which a and b angles are restricted to the canonical conformation. We used the static mode method to
evaluate the impact of the insertion of modified nucleotides on the stability of DNA/DNA and DNA/RNA
duplexes. Although our approach authorizes the design of complex excitation modes on a specific
molecule, we here establish with an atomic precision how a DNA south to north transition can be
optimally operated through C50 and O50 single excitations.

� 2010 Elsevier Ltd. All rights reserved.

1. Introduction

DNA is a flexible structure, animated by a complex set of
parameters: intramolecular hydrogen bonds, electrostatic forces
along the backbone, and with the ionic environment, interactions
with specific proteins.1,2

On one hand, according to the concept of structural pre-orga-
nization,3,4 rigidifying a molecule into a shape found in a complex
facilitates the complex formation. Nucleic acids are crucial exam-
ples of preorganized structures as their intrinsic flexibility allows
adapting themselves to interact with a wide range of molecules of
different shape and nature. On the other hand, the overall DNA
conformations, i.e., A, B or Z conformations can be defined through
specific local structure peculiarities of its nucleosides,5,6 opening
exciting perspectives to monitor DNA structural behavior.

The particular case of modified nucleotides, preorganized to fit
standard DNA or RNA duplexes, has attracted much interest in re-
cent years7e10 to improve the selectivity and specificity of nucleic
acids strands. As they exhibit enhanced hybridization efficiency
with a complementary strand, their insertion increases the thermal
stability of duplexes. In locked nucleic acid (LNA),11,12 the ribose

ring is locked by a methylene bridge connecting the 20-O and 40-C
atoms. In aqueous solution, double-stranded DNA is most of the
time in a B-form, with sugars in a south (S) conformation, but can
be found in the A-formwhen hydration conditions change or when
submitted to an interaction within a complex. In this later case,
sugars switch to the north (N) conformation. RNA duplexes are
always found in the A-form.6 Regarding these conformational dif-
ferences between the nucleic acid forms, one way to preorganize
their structure possibly relies on the sugar structure, i.e., on the
conformational restriction applied to the sugar into S or N confor-
mation. The purpose is to rigidify the sugar with a pucker similar to
those observed in A- or B-form duplexes, so that the locked ribose
conformation improves base stacking and backbone pre-organiza-
tion. Many modified nucleosides have been synthesized these last
years, opening the way to new and original pharmaceutical and
technological perspectives.13e16

Whatever they are, these modifications are today impacting
many research domains from standard molecular biology to ad-
vanced nanotechnologies. In this last area, examples of ‘bio-in-
spired’materials include nucleic acid aptamers engineered through
in vitro techniques to bind to a wide range of targets (biological or
not),17 selectivity being further improved through additional
chemical modifications. It includes also Peptide Nucleic Acids
(PNA), artificially synthesized to provide DNA like structures that
havemodified properties: DNA/PNA strand bindingwill be stronger
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than that of DNA/DNA strands.18 These examples demonstrate that
there is a major interest in understanding the basic mechanisms
that are impacting DNA conformations enabling subsequent control
of the DNA reactivity. Our purpose here is to shed light in these
issues by using a static mode technique19 that makes possible to
map the DNA deformation response to specific and chosen external
excitation with an atomic precision.

In the following, we consider a preorganized single-strand DNA
in which rigidity is accomplished directly on the backbone with
a conformationally restricted phosphate linkage:20 some backbone
torsion angles are locked in a dioxaphosphorinane ring structure
(D-CNA),21,22 as shown on Fig. 1b. Specifically, we focus on a,b-
D-CNA, in which a and b torsion angles are restricted in a canonical
conformation (a¼gauche(�),b¼trans). Such a,b-D-CNAs have been
synthesized23 and inserted into duplexes to evaluate their effect on
thermal stability. It has been found that (a¼g�; b¼t) modifications
inserted in a DNA duplex (B-form) increase significantly its stabil-
ity,24,25 much more than in a DNA/RNA heteroduplex (A-form). One
hypothesis for this behavior is that the constrained nucleotide
sugar (50-sugar) is frozen and cannot switch from a south to a north
conformation.

In order to test this hypothesis, we follow the experimental ex-
ample proposed by Dupouy et al.:24 a thymineethymine mono-
phosphate dinucleotide. Our goal is to analyze the sugar flexibility
and its relationwith the backbone modification. The modified form
that we consider in this article is a canonical form (a¼g�
¼�60�30�;b¼t¼180�30�),mostly found in classical B andA-forms.
To study duplex stability and sugar conformational changes, we
used the static modemethod.19 The overall goal of static modes is to
provide a framework where full molecular flexibility can be
obtained in a reasonable computer time. In this view, the static
mode approach is an alternative to existing Molecular Dynamics
techniques and Normal Mode Analysis based methods. Its main
characteristic is to provide a well-defined screening of potential
external excitations applied on the investigated molecular object.

In the following section, we briefly introduce the concept of
static modes. Subsequently, we discuss the first application of the
static mode method dedicated to DNA. Two main aspects are in-
vestigated. We first concentrate on the impact of the DNA backbone
modification on thermal stability of duplexes; this leads us to
a formal and factual validation of experimental results. The role of
the sugar rigidity is discussed in the light of these results; we show

how we can determine the exact routes for DNA overall confor-
mational changes through local furanose deformations.

2. Materials and method

2.1. The static mode method

Whereas changes of conformation are a key issue in biology,
current algorithms are not adequate to explore the flexibility or
large amplitude movements of macromolecules.26 Introducing
flexibility with an acceptable computational cost in already com-
plex multi-level modeling strategies is a real challenge, and is es-
sential to improve our understanding of both intrinsic properties of
single molecule (folding) and interactions through the formation of
macromolecular complexes (docking procedures).

Beyond the current challenge of considering the full flexibility in
algorithms,26,27 our statement is that current modeling evolution
towards ‘adaptable objects’ through flexibility does not fully satisfy
the ‘induced-fit’ concept, which is essential to understand recog-
nition and interaction processes.28 Attempts to introduce flexibility
in modeling strategies are limited according to the protocol or the

operator. By contrast, our method takes into account the full and
intrinsic flexibility at the atomic level, and provides deformations
guided by local forces. Following the existing computational ap-
proaches (e.g., Molecular Dynamics (MD), Normal Mode Analysis
(NMA) etc.) dedicated to study the flexible and rigid motifs in
biomolecules, we have developed a new computing method: the
static mode method (SM) (see Ref. 19 for more technical details).

This method results in the mapping of all possible deformations
of a molecule subject to various external excitations. A given mode
is related to an excitation on a specific atom in a specific direction,
each single mode then corresponds to the collective response to
a single excitation. Practically, the calculation is based on the ma-
nipulation of force constants that are derived from a given energy
model (the method can be used whatever the energy model). Each
mode is then stored to be further used and coupled with other
modes depending on the type of excitation one operator wishes to
investigate. This pre-calculated information (static modes), stored
in a data bank, can be used to efficiently anticipate conformational
changes arising from external stimuli (pinching, shearing, etc.): to
mimic single to multi atomic contacts, mono to multi molecular
domain contacts.

Fig. 1. a) On the left: a ‘natural’ dinucleotide structure. (b) On the right: its constrained analogue in which a and b torsion angles are restricted by a dioxaphosphorinane ring
structure at the canonical conformation (a¼g�; b¼t). The dioxaphosphorinane ring consists in a (CH2)2 shortcut between C50 and O1 atoms of DNA backbone. These structures are
used in this study, both inserted in duplexes (see Section 2.2) and as single strands (see Section 2.3).
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In this scheme, the concept of normal modes,29 which are nat-
ural vibrations of a molecule, is abandoned in favor of the perma-
nent deformations caused by interactions with other molecules.
Rigorously, MD is suitable to address full flexibility in relation with
complex molecular environment (docking, solvent.). However, its
limitation comes from the attainable experimental duration that
cannot exceed a few nanoseconds when sticking to appropriate
energymodels. Therefore, only partial flexibility information can be
derived from MD simulations as reaction time of biological pro-
cesses can be in the order of microseconds or higher.30 The essence
of the SM method is to overcome this problem: the idea is to
shortcut the determination of the transient vibration and to cal-
culate directly the steady state deformation. In this work, we
demonstrate that the static mode method can be employed to
precisely understand and quantify the role of DNA modification
(D-CNAs type) on global DNA flexible response.

2.2. Duplex stability

The aim of CNAs synthesis is to obtain more stable duplexes.
C. Dupouy et al. have evaluated the thermal stability of various
duplexes by UV melting-curve analysis. They found that the sta-
bility of DNA homoduplexes and DNA/RNA heteroduplexes con-
taining (a¼g�; b¼t) restricted nucleotides is improved, and
significantly more in the first case, compared to unmodified
duplexes.

We consider four duplexes containing a desoxy-thymine dimer
d(TpT) and its complementary strand: a DNA homoduplex, a DNA/
RNA heteroduplex, and both analogues containing a (a¼g�; b¼t)
modification inserted in the d(TpT) strand. Each structure results
from a classical minimization made with AMBER 831 suite of pro-
grams in implicit solvent using the ff94 force field. Previous studies
have actually proved its ability to describe base stacking and pairing
consistently.32 From these structures, the static modes that are el-
ementary deformations, are calculated and combined to create
a specific excitation. Here, our criterion to evaluate duplex stability
through static modes is the stretching of the hydrogen bonds be-
tween base pairs. Each couple of atoms is pinched to get the
resulting hydrogen bond opening between the base pairs. This
resulting local deformation in response to pinching excitation is our
criterion to evaluate duplex stability. This type of pinching, i.e., the
application of a null torque on each couple of atoms, is the most
direct and systematic way to simulate a multisite excitation. Be-
sides, in order to get comparable values, all the forces are normal-
ized. For each duplex, we treat four hydrogen bonds, two per base
pair: between O4 and H6, and H3 and N1 of thymine and adenine,
respectively (according to the IUPAC-IUB recommendations33).
Bonds numbering is presented on Fig. 2. We get a deformation of
the duplex for each pinch applied. For each new structure and for

each bond, we calculate the average, over all possible pinches, of the
hydrogen bond opening. lH values presented in Tables 1 and 2
correspond to the opening percentage of each bond, in relation to
the equilibrium values, i.e., the starting values.

2.3. Sugar flexibility

Furanose ring is highly flexible34 and known to play a pivotal
role between the rigid bases and the flexible backbone of nucleic
acids. It exhibits multiple conformations, none of them being
planar. These conformations, called puckering modes, can be
described by the pseudorotation concept, introduced by Sundar-
alingam et al.,35,36 who established relationships between the five
endocyclic torsion angles n0en4: n0: C40eO40eC10eC20; n1:
O40eC10eC20eC30; n2: C10eC20eC30eC40; n3: C20eC30eC40eO40; n4:
C30eC40eO40eC10 (see Fig. 3).

Puckering modes are thus uniquely defined by two angles: the
phase angle of pseudorotation P and the maximum out-of-plane
pucker nmax, described by Eqs. 1 and 2:

tanP ¼ ðn4 þ n1Þ � ðn3 þ n0Þ
2$n2$

�
sin36� þ sin72�� (1)

nmax ¼
� n2
cosP

�
(2)

Plotting P and nmax on a polar graph, namely a pseudorotation
cycle, can represent overall puckeringmodes as wewill show in the
following analysis.

Fig. 2. Numbering of the four considered bonds between the base pairs of nucleic acids
duplexes.

Table 1
Hydrogen bonds opening for the four considered bonds between the base pairs of
the DNA homoduplex and of the duplex analogue containing a g� constraint

lH (%) DNA/DNA lH (%) DNA/DNA (g�)

Bond n�1 2.81 2.57
Bond n�2 5.97 5.73
Bond n�3 2.68 2.62
Bond n�4 5.19 5.27

Fig. 3. Furanose ring: scheme of atomic numbers and endocyclic torsion angles.

Table 2
Hydrogen bonds opening for the four considered bonds between the base pairs of
the RNA/DNA heteroduplex and of the duplex analogue containing a g� constraint in
the DNA stand

lH (%) RNA/DNA lH (%) RNA/DNA (g�)

Bond n�1 2.80 2.69
Bond n�2 6.04 5.57
Bond n�3 1.62 1.69
Bond n�4 3.78 3.46
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In a single strand, furanose ring can be found in different con-
formations, but, as shown by experimental structures, the main
ones are typically C30-endo (called north by spectroscopists because
P is in the range �1��P�34�) and C20-endo (called south, in the
range 144��P�180�).6 Interestingly, in a duplex, sugars are mostly
found in north conformation in A-form duplexes while being in
south conformation in B-form duplexes.37 As we previously men-
tioned, RNA duplexes are mostly found in the A-form, whereas DNA
can switch from B-form to A-form, for example, in a DNA/RNA
heteroduplex.

We consider a d(TpT) dinucleotide and its restricted analogue.
These structures are presented on Fig.1 (1a and b, respectively). The
AMBER package was first used in this study but did not allow
getting accurate details about sugar puckering (results not shown).
In view of this, we chose to use a quantum model. The molecular
structures and the associated static mode database presented here
result from a first-principles-based energy minimization made
with GAUSSIAN 03 simulation package38 using the B3LYP func-
tional39 and a 6-31þþG** basis set. Following the static mode de-
termination, we optimized, for each atom, the direction of the
applied force to maximize the phase changes favoring south to
north pathway.

3. Results and discussion

3.1. Duplex stability

In Table 1, we compare hydrogen bond opening in a DNA duplex
involving an unmodified dimer (left column) with a modified one
(right column). In Table 2, the comparison is made between
a RNA/DNA duplex and its analogue containing a constrained di-
nucleotide. In either case, three out of four openings are smaller in
the duplex that contains a CNA than in the unmodified one. In DNA
homoduplex, opening gains are 0.24, 0.24, and 0.06% for the bonds
n�1, 2, and 3, respectively. In RNA/DNA heteroduplex, opening gains
are 0.11, 0.47, and 0.32% for the bonds n�1, 2, and 4, respectively.
This means that opening three out of four hydrogen bonds is more
difficult when a CNA is inserted in a DNA strand. These values argue
in favor of an increase of thermal stability of CNA-based duplexes.
In a second time, we take an interest in the most stable hydrogen
bond of the duplexes, i.e., the most difficult to open, compared to
the three others. It is thus legitimate to think that when this bond
breaks, both strands of the duplex are ready for mismatching. In the
case of DNA homoduplex, the bond n�3, with only 2.68% opening, is
the most difficult to open. In DNA duplex involving a modification,
the bond n�3 is even more difficult to open than in the natural DNA
duplex (2.62% comparing to 2.68%). In this case, the minimal value,
obtained for the bond n�1 (2.57%), is lower than the minimal value
calculated for the natural DNA duplex, what reinforces the global
stability increase. On the contrary, as shown in Table 2, in RNA/DNA
heteroduplexes, the most stable bond is also the n�3, but in this
case, it is easier to open it in the duplex containing a CNA than in
the natural one (1.69% compared to 1.62%). The differences found
here are small but we have to keep in mind that they result from
normalized forces. As they are treated in the frame of a linear
model, a coefficient higher than 1 can be attributed to these force to
get a proportional deformation. Besides, experimental values show
stability improvement around a few Celsius degrees (5 and 0.9 �C,
respectively, in DNA/DNA and RNA/RNA duplexes24).

As observed experimentally, the conclusion is that the global
stabilizing effect observed when CNAs are inserted into nucleic
acids duplexes is however lower in A-type (DNA/RNA heterodu-
plex) than in B-type (DNA/DNA homoduplex) duplexes. One ac-
cepted hypothesis, if not demonstrated, is to explain this difference
with a 50-sugar rigidification hindering a south/north transition.24

In the next section, we show how static modes make it possible

to quantify the possible phase change of 50-sugar in both un-
modified and modified dinucleotides.

3.2. Sugar flexibility

Figs. 4 and 5 show the conformational changes of 50-sugar in
a non-modified and modified d(TpT), respectively. In the equilib-
rium state (red points), both sugars are in south conformation:
P¼169.01� and nmax¼30.91� for the non-modified dinucleotide,
P¼167.38� and nmax¼30.45� for the constrained dinucleotide. These
values are in the range of typical experimental observed values.36,37

Each black cross on the graph represents a possible change of 50-
sugar conformation after application, on a given atom, of a nor-
malized force with an optimized direction.

From Figs. 4 and 5, we observe a difference in the distribution of
conformations around the equilibrium indicating that the overall
conformational response to elementary excitations (i.e., flexibility
response to a single excitation) varies drastically upon chemical
modification of the backbone. The cloud in the non-modified
dinucleotide shows an axial spreading behavior while the

Fig. 4. Pseudorotation cycle of the 50 furanose ring of a non-modified d(TpT). Red point
represents the equilibrium state, black points are the possible conformational changes
predicted by the static modes. A zoom is shown on the left.

Fig. 5. Pseudorotation cycle of the 50 furanose ring of a constrained d(TpT). Red point
represents the equilibrium state, black points are the possible conformational changes
predicted by the static modes. Furanose ring seems to be more rigid in the constrained
dinucleotide than in the natural one.
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constrained dinucleotide exhibits a very compact distribution
around the non-excited dinucleotide. Therefore, it can be con-
cluded that the sugar of the natural dinucleotide is able to change
its conformation more easily, at least along a specific axis. On the
contrary, the sugar of the constrained dinucleotide is much more
rigid and do not exhibit a specific direction to change its confor-
mation, at least through single excitations (i.e., through forces ap-
plied on a single atom of the dinucleotide). The existence of such
specific directions designed by one or an ensemble of points sug-
gests a natural propensity of the molecule to undergo specific
conformational changes and in particular here, a transition from
south to north conformation.

3.3. Atomistic mechanisms of the south/north transition

In addition to these global preliminary conclusions, a deeper
study of the graphs allows investigating additional details on the
propensity of the sugar to undergo phase changes. Each point
corresponding to a specific excitation on a specific atom, it be-
comes possible to map with an atomic precision the local origin
of a more global conformational behavior. Notably, focusing on
Fig. 4, we can distinguish particular points authorizing a possible
transition from south to north conformations (points A and B,
Fig. 4). This means that, for a given transition, north/south in this
case, it is possible to determine what constraints should be ap-
plied so as to obtain the desired transition. Moreover, beyond
the elementary excitations envisaged in the present study, it is
also possible to draw step-by-step more complex constraints in
a manner to optimize further on the desired conformational re-
sponse. In the present case, one can identify particular points in
the graph, i.e., particular puckering modes, and assign to each of
them, a specific atom or a population of atoms (through multiple
excitation mode) of the molecule as being the source of this
deformation.

It is worth noticing here that the points represent permanent
deformations due to normalized forces. Phase variations are small
since we use the harmonic approximation and stay in local minima.
The main focus here is to indicate that a natural south to north
conformational ‘breathing’ does exist under a specific and localized
external excitation. In this view, a unique relation between an in-
teraction with the medium and conformational changes can be
operated. Therefore, we do not address here the identification of
new stable conformations neither reaction pathways. Indeed, as
previously said, the static mode method provides a permanent
deformation induced by a local excitation. A real pathway could be
built by a succession of deformation/minimization steps, which is
not the ambition of the present paper.

As a practical example, focusing now on the two points repre-
senting the largest conformational changes on Fig. 4 (points A and
B), we find that these points correspond to constraints imposed on
C50 and O50 atoms. The optimized two forces applied to get the
variation of pucker associated to these points are shown on Fig. 6. It
is noteworthy that the optimum excitations implying the transition
are not applied on the sugar ring itself, but are localized on back-
bone atoms. This result underlines the strong relationship between
backbone rearrangement and sugar flexibility, and offers new
perspectives in molecular design.

This result is significant, as both atoms C50 and O50 are directly
involved in the dioxaphosphorinane ring created to rigidify the
backbone. It turns out here that atoms whose displacements are
forbidden in CNAs enable furanose adaptability. Therefore, static
modes indicate that furanose rigidification freezes the modified
dinucleotide in the south conformation which agrees well with the
experimental observation that thermal stability is improved on
homoduplexes while heteroduplexes are moderately affected due
to the required south to north transition.

4. Conclusion

In conclusion, a recently proposed modeling methodology,
namely the static mode method is employed to describe DNA
flexible response to external excitations. Following recent experi-
ments on modified nucleotides as well as more theoretical con-
siderations on the potential role of nucleosides on overall DNA
conformations, we use the static mode technique to give further
insights into the intimate relation between local backbone excita-
tions and global DNA behavior. We analyze the effects of the in-
sertion of modified nucleotides (specifically a,b-D-DNA) into DNA/
DNA and DNA/RNA duplexes.

We show how static modes can be used andmanipulated to give
access to general molecular behavior, such as DNA thermal stability.
As established by recent experimental results, we show that a,b-
D-DNA improve duplexes stability, particularly in the case of B-type
duplexes. Then, the furanose-induced DNA flexibility and its tra-
ditional treatment through the concept of pseudorotation are
revisited through static modes: we map the specific furanose de-
formation fields necessary to induce selected DNA conformational
changes. We particularly address the mapping of excitations in-
ducing south to north conformations. This second step allows us to
corroborate the 50-sugar ridigification hypothesis: we show pre-
cisely some potential atomistic mechanisms (C50 and O50 dis-
placements in given directions) that are pertinent to envisage
further sugar phase change. In structural terms, the static mode
method allows us establishing a relation between the backbone
rearrangement and the furanose flexibility. Surprisingly, the opti-
mal furanose ring deformation is not obtained through its direct
excitation but rather on C50 and O50 backbone atoms. This can be
more generally extended to investigations where local structural
modifications have to be correlated to more global conformational
response of biomolecules.

The computational efficiency of the overall simulation pro-
cedure (compare to more conventional Molecular Dynamics for
instance) opens promising alternatives whenever full atomistic and
blind prediction of macromolecular flexibility is needed. We be-
lieve that these pre-calculated static deformation modes could be
used whenever macromolecular flexibility is an issue as in the
present study: screening excitations and understanding bio-
molecular conformational response.

Fig. 6. Representation of the optimized forces applied on C50 and O50 atoms of d(TpT)
dinucleotide to obtain the maximum phase change of 50-sugar. These variations cor-
respond to A and B points on Fig. 4.
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